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NEW QUESTION 1
Exhibit:

You must switch (o the correg

cluster/con I'I;_',.I' ation context. Failure to d
| -_|_‘| F=1 J i - B £ e
i | nT LE
-T — i
Task:
Key3: valuel

Add an environment variable named BEST_VARIABLE consuming the value of the secret key3.

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:

Text Description automatically generated
Fle Edit Wiew Yerminal Tabs Help

creationTisestamp
Labels

run: ngilnx
mame

namespace

[gf ] o

envy ;
name: BES]
valueFrom

secretkeyRet

- [ # 4
% KUl [ 1T 10

Text Description automatically generated

NEW QUESTION 2
Exhibit:
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Set configuration context:

Kupectl conmTl t‘
e-context k8s
Context
You are tasked to create a secret and consume the secret in a pod using environment variables as follow:
Task

* Create a secret named another-secret with a key/value pair; keyl/value4
« Start an nginx pod named nginx-secret using container image nginx, and add an environment variable exposing the value of the secret key key 1, using
COOL_VARIABLE as the name for the environment variable inside the pod

A. Mastered
B. Not Mastered

Answer: A
Explanation:

Solution:

sscret =

studentfnode-1:=5 ]

NAME

default-token-4kvrd

EoMe—S&CEEL L ' — j

studentfinode-1:~% kubectl run nginx-secret —--image=nginx —--dry-run=client -o yaml > nginx secret
.yml

student@node—-1:~5 vim nginx secret.yml

C1 THELINUX FOUNDATION

nginx-

nginx—ae

nginx—-secretb

ClusterFirat

Rlways
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BReadme  >_ Web Terminal Ll THELINUX FOUNDATION

nginx

Nginy—se

mgins
nginx-secret

COOL VARIABLE

BSReadme . Web Terminal

HAME

cache

ascr
astudentfnoda— v G % -

HAME : A DATER AGE
defrult kves Flel ] i unt—token 3

l run nginx-secret —--image=nginx —--dry-run=client -o yaml > nginx secret

£ vim nginx secret.yml
kubectl create -f nginx sec
/nginx—secr
student@fnode—1:-
TAME
livenegs-http
nginx—101 ! Runnirng
ngin: cret ’1 ContainerCreating
poller "
atudent@node-1:
HAME
1i
nginx-101

nging—s

studentfnode

NEW QUESTION 3
Exhibit:

Set configuration context:

v,
I'l
L3

b
~r
—
F
L

A

Context

You sometimes need to observe a pod's logs, and write those logs to a file for further analysis. Task
Please complete the following;

« Deploy the counter pod to the cluster using the provided YAMLspec file at /opt/KDOB00201/counter.yaml
* Retrieve all currently available application logs from the running pod and store them in the file
/opt/KDOB0020I/log_Output.txt, which has already been created

A. Mastered
B. Not Mastered

Answer: A
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Explanation:

Solution:
studentlinode=1:~5 kubectl create =f /[opt/EDOB00201/counter.yaml

pod/counter created

student@@ncde-1:~% kubactl get pods

HAME READY STATUS RESTARTS3 AGE

counter 1/1 Running ' 10=
"

Hunning 0 6h45m

nginx=101 1/1 Running D thdEm

livenesa-http 1/1

nginx—configmap 1/1 Running 0 107=s
nginx-secret 1/1 Running 0 Tm21ls
[u:llrr 1/1 Hujnllhg U 6h4bm
kubactl logs counter
0181 7as25cablac46510fbedll
364Bcf2eae95abc80dbaBf195£B591af4
J84adaddede
28 fbeS5cBd038

6EaBeS55a6491e756d2d0549ad6ab90a7T
: FfZ2bidnB3be4125a421r9129%c443bb3 VL
5: bEcbal2béel7944edBbanaftc242dacd
10: bfecc9ei54a0e04fc4bBl4biTd0a200a4
student@node-1:~% kubectl logs counter > [fopt/EKDOB00201/log output.
student@node~1:~5§ F

atudent@node-1:~5 ) ctl o CcoOUnter > fopt/ BO020 og output.txt
atudentfnode-1:~5% ctl 1« counter > fopt/K }J201/log output.txt
student@node=-1:~5 ypt S EDO {log output.txt

BBReadme  >_ Web Terminal C1 THELINUX FOUNDATION

1/log output.txt

idbfcbh38Tak
21al0Bab23010£5306

NEW QUESTION 4

Exhibit:
You must switch (o the correct
cluster/configuration context. Fallure to do so

may resuit n a rero score

Task:
> To run 2 replicas of the pod

> Add the following label on the pod:
Role userUl

A. Mastered
B. Not Mastered
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Answer: A
Explanation:
Solution:

Text Description automatically generated
Fig Eoit View lerminal Tabs Help

Eubearnetes. 1o/ revision

progress DeadlineSeconds
replicas
fisionHistorylLimait
ctor
satchlLabels
dpp n
strateqgy
rollingUpdate

naxSurge

lLabels
«= IMSERT =-

Fig Egit View lermingd Tabs Help
den
Ba17
resourceVersion
uid: lcdb676B13-1ad
Spec
progressDeadlineSeconds
replicas
revisionHistorylimit
selector
matchLabels

itrategy
rollingUpdate
mAX5urge

pe
late

adata
creationTimestanp
labels

app: nginsx

role 1I5erl :I

contalmners

Pul '|. Policy

.2 e

ports

INSERT

Text Description automatically generated
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Fide Edit View leomingl Tabs
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Fle Ecih View Terminal Tabs Help
: . kubect

NEW QUESTION 5
Exhibit:

Set configuration context:

Context

It is always useful to look at the resources your applications are consuming in a cluster. Task

* From the pods running in namespace cpu-stress , write the name only of the pod that is consuming the most CPU to file /opt/KDOBGO030l/pod.txt, which has
already been created.

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:

®BReadme  >_Web Terminal S THELINUX FOUNDATION

student@node-1:~5 kubectl top pods —n cpu—streas

HAME CEU (cores) MEMORY (bytes)

max—load-98b9ss &Bm EM1

max-load-ab2d3a 21m eMi

max=load-kipbYa 45m EM1

atudentfnoda=-1:+5 acho "max—-load—-98h%aa"™ > fuptfﬁﬂﬂﬂﬂﬂEﬂalud_th

NEW QUESTION 6
Exhibit:
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You must switch (o the corred

cluster/configuration context. Fallure to do so

Task:
Update the Pod ckad00018-newpod in the ckad00018 namespace to use a NetworkPolicy allowing the Pod to send and receive traffic only to and from the pods
web and db

eI IO - Ty = LT RO MO -'-:-|'|.I|- r_---.' rreatae

L
a
L)
&

i

BTy O oAl 8, TaOtily Oy QelElE i L

A. Mastered
B. Not Mastered

Answer: A
Explanation:

Solution:

WL LLY

rim il § e el § - o B R

NEW QUESTION 7
Exhibit:

set cu:—r‘.flﬁu:atlcn context:

Context
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A pod is running on the cluster but it is not responding. Task

The desired behavior is to have Kubemetes restart the pod when an endpoint returns an HTTP 500 on the

/healthz endpoint. The service, probe-pod, should never send traffic to the pod while it is failing. Please complete the following:

* The application has an endpoint, /started, that will indicate if it can accept traffic by returning an HTTP 200. If the endpoint returns an HTTP 500, the application
has not yet finished initialization.

» The application has another endpoint /healthz that will indicate if the application is still working as expected by returning an HTTP 200. If the endpoint returns an
HTTP 500 the application is no longer responsive.

« Configure the probe-pod pod provided to use these endpoints

» The probes should use port 8080

A. Mastered
B. Not Mastered

Answer: A

Explanation:

Solution:

apiVersion: v1 kind: Pod metadata: labels:

test: liveness

name: liveness-exec

spec: containers:

- name: liveness

image: k8s.gcr.io/busybox

args:

- /bin/sh

--C

- touch /tmp/healthy; sleep 30; rm -rf /tmp/healthy; sleep 600

livenessProbe: exec: command:

- cat

- tmp/healthy

initialDelaySeconds: 5

periodSeconds: 5

In the configuration file, you can see that the Pod has a single Container. The periodSeconds field specifies that the kubelet should perform a liveness probe every
5 seconds. The initialDelaySeconds field tells the kubelet that it should wait 5 seconds before performing the first probe. To perform a probe, the kubelet
executes the command cat /tmp/healthy in the target container. If the command succeeds, it returns 0, and the kubelet considers the container to be alive and
healthy. If the command returns a non-zero value, the kubelet kills the container and restarts it.

When the container starts, it executes this command:

/bin/sh -c "touch /tmp/healthy; sleep 30; rm -rf /tmp/healthy; sleep 600"

For the first 30 seconds of the container's life, there is a /tmp/healthy file. So during the first 30 seconds, the command cat /tmp/healthy returns a success code.
After 30 seconds, cat /tmp/healthy returns a failure co

Create the Pod:

kubectl apply -f https://k8s.io/examples/pods/probe/exec-liveness.yaml Within 30 seconds, view the Pod events:

kubectl describe pod liveness-exec

The output indicates that no liveness probes have failed yet:

FirstSeen LastSeen Count From SubobjectPath Type Reason Message

24s 24s 1 {default-scheduler } Normal Scheduled Successfully assigned liveness-exec to worker0

23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Pulling pulling image "k8s.gcr.io/busybox” 23s 23s 1 {kubelet worker0} spec.containers{liveness}
Normal Pulled Successfully pulled image

"k8s.gcr.io/busybox"

23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Created Created container with docker id 86849c15382e; Security:[seccomp=unconfined]
23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Started Started container with docker id 86849¢15382e

After 35 seconds, view the Pod events again: kubectl describe pod liveness-exec

At the bottom of the output, there are messages indicating that the liveness probes have failed, and the containers have been killed and recreated.
FirstSeen LastSeen Count From SubobjectPath Type Reason Message

37s 37s 1 {default-scheduler } Normal Scheduled Successfully assigned liveness-exec to worker0

36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Pulling pulling image "k8s.gcr.io/busybox” 36s 36s 1 {kubelet worker0} spec.containers{liveness}
Normal Pulled Successfully pulled image

"k8s.gcr.io/busybox™

36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Created Created container with docker id 86849c15382e; Security:[seccomp=unconfined]
36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Started Started container with docker id 86849c15382e

2s 2s 1 {kubelet worker0} spec.containers{liveness} Warning Unhealthy Liveness probe failed: cat: can't open ‘'/tmp/healthy': No such file or directory

Wait another 30 seconds, and verify that the container has been restarted: kubectl get pod liveness-exec

The output shows that RESTARTS has been incremented: NAME READY STATUS RESTARTS AGE

liveness-exec 1/1 Running 1 1m

NEW QUESTION 8
Exhibit:

Set configuration context:

Context
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You are tasked to create a ConfigMap and consume the ConfigMap in a pod using a volume mount. Task
Please complete the following:

* Create a ConfigMap named another-config containing the key/value pair: key4/value3

« start a pod named nginx-configmap containing a single container using the

nginx image, and mount the key you just created into the pod under directory /also/a/path

A. Mastered
B. Not Mastered

Answer: A

Explanation:

Solution:
atudentfincde—-1:~5%
configmap/a
studentinods—1 :
HAME

run nginx—-configmap ——image=nginx ——dry-run=client -o yaml > ngin conf

si i gmAR . Y 1 "~
mv ngin_ figmap.yml nginkx configmap.yml
: wim nginx_cﬂl

Cl THELINUX FOUNDATION

nginx—configmap

nginx—configmap

nginx
ng inx—confi gmap

ClusterFirat
Al

L [-1 }rﬂ

L1 THELINUX FOUNDATION

ngink-configmap
nginx
nginx—configmap

myvol
/alac/a/path
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studentfnode-1:~% kubectl create configmap ancther-config ——from—literal=keyd—wvaluesl
configmap/ancther-config created

astudent@r 2

HAME

another-config =

atudentinode-1: kubectl run nginx-configmap ——image=nginx ——dry-run=client -o yaml > ngin conf

i1gmap.yml

student@node-1:~5 vim ngin nfigmap.yml *C
mv ngin configmap.yml nginkx configmap.yml
vim nginx_ configmap.yml

student@node—1: kubactl run nginx—-configmap —--—-image=nginx ——dry-run=client -o yaml > ngin conf
igmap.yml

atudenti - s Wim ng:n“rnnfignnp_yml o o=
student@node-1 mv ngin configmap.yml nginx configmap.yml
atudent@node-1: vim nginx_ configmap.yml

student@node-1:~5% kubectl create f nginx configmap.yml
Error: musat spacify one of -f and -k

error: unknown command "f nginx configmap.yml”

See "kubectl create -h' for help and examplea

atudent@node-1:~% kubectl create f nginx figmap.yml

&@rror: error validating "nginx sﬁnfithp_r ": earror validating data: ValidationError (Pod.apec.c
ontainers[l]): unknown field "mountPath"™ in io.kBs.api.core.vl.Container; i1f you choose to ignor
= these errors, turn validatic off with validate=false

studant@node—1: vim nginx configmap.yml .

CI THELINUX FOUNDATION

f nginx configmap.yml
must specify one of =f and <k

unknown command "f nginx configmap.yml®™
ctl create -h" for help and examples
2—-1:~5 kubectl create —f nginkx econfigmap.yml
error validating "nginx configmap.yml": error wvalidatimg data: ValidationE od . apac.c
tainera[l1]): unknown £a mountPath”™ in 1o Q B ontaeinsr; if you

e these errora, turn va
atudentlfnode-1:~% wim n
studentl -1:~5% kube

atudentfnode-1:~5%

NAME READY :

liven http 1/1 Bunning

nginx=10 1/1 Running
nginkx—configmap 0/1 ContainerCreating
nginx—secret 171 Bunning

‘o
™

AGE
ohd4m
€h45m

53

[

=]

B )
k| =2

6h44m

1/1 Running
dent@node-1:~% kubectl get pods
HAME READY STATUS RE3TARTS
liveness-http 1/1 g 0
nginx—101 1/1 Eunning 0
nginx=configmap 1/1 Funning B

nginx—secret 1/1 Running Sm4Zs
poller 1/1 Funning
studentfnode -5 1

NEW QUESTION 9
Exhibit:

You must swilch (o the corred

|_| LFSLE T COI |'|-:‘_|' ATION COoNDext F,. mure 1o ao so
may resuit i a 7erpg score
ke ntrig j
ontaxt &
Task:

Create a Pod named nginx resources in the existing pod resources namespace. Specify a single container using nginx:stable image.
Specify a resource request of 300m cpus and 1G1 of memory for the Pod’s container.

A. Mastered
B. Not Mastered

Answer: A
Explanation:
Solution:
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Text Description automatically generated with medium confidence
Faa Edit Wew Terminal Tabs relp
pil¥ersion
ind
netadata
creationTimestamp
lLabels
e
namespace
e
contaliners
LT
1 A ] ]
ESoUrces
requests

Text Description automatically generated
Fie Edi View Tenminal Tabs Help

NEW QUESTION 10
Exhibit:
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Set configuration context:

kubectl con r],t

Context

A user has reported an aopticauon is unteachable due to a failing livenessProbe . Task

Perform the following tasks:

* Find the broken pod and store its name and namespace to /opt/KDOB00401/broken.txt in the format:

<namespace>/<pod>

The output file has already been created

» Store the associated error events to a file /opt/KDOBO00401/error.txt, The output file has already been created. You will need to use the -0 wide output specifier
with your command

* Fix the issue.

The associated deployment could be

running w anyof the following

AAMESPaSles.

¢ production

e alan

A. Mastered
B. Not Mastered

Answer: A
Explanation:

Solution:

Create the Pod: kubectl create

-f http://k8s.io/docs/tasks/configure-pod-container/

exec-liveness.yaml

Within 30 seconds, view the Pod events: kubectl describe pod liveness-exec
The output indicates that no liveness probes have failed yet:

FirstSeen LastSeen Count From SubobjectPath Type Reason Message

24s 24s 1 {default-scheduler } Normal Scheduled Successfully assigned liveness-exec to worker0

23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Pulling pulling image "gcr.io/google_containers/busybox"

23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Pulled Successfully pulled image "gcr.io/google_containers/busybox"

23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Created Created container with docker id 86849c15382e; Security:[seccomp=unconfined]
23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Started Started container with docker id 86849c15382e

After 35 seconds, view the Pod events again: kubectl describe pod liveness-exec

At the bottom of the output, there are messages indicating that the liveness probes have failed, and the containers have been killed and recreated.
FirstSeen LastSeen Count From SubobjectPath Type Reason Message

37s 37s 1 {default-scheduler } Normal Scheduled Successfully assigned liveness-exec to workerQ

36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Pulling pulling image "gcr.io/google_containers/busybox"

36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Pulled Successfully pulled image "gcr.io/google_containers/busybox"

36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Created Created container with docker id 86849¢c15382e; Security:[seccomp=unconfined]
36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Started Started container with docker id 86849c15382e

2s 2s 1 {kubelet worker0} spec.containers{liveness} Warning Unhealthy Liveness probe failed: cat: can't open ‘'/tmp/healthy': No such file or directory
Wait another 30 seconds, and verify that the Container has been restarted: kubectl get pod liveness-exec
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The output shows that RESTARTS has been incremented:
NAME READY STATUS RESTARTS AGE
liveness-exec 1/1 Running 1 m

NEW QUESTION 10
Exhibit:

You must swilch [o the correct
cluster/c sntiguration context Failure to do so

may result in a 7ero score

(i [ T | -
il | ITLE

Task:
The pod for the Deployment named nosqgl in the craytisn namespace fails to start because its container runs out of resources.
Update the nosol Deployment so that the Pod:

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:
candidate@node-1:-% kubectl config use-context kBs

Switched t ntext

candidate@node-1:-% vi -fechigt-cardinal/nosgl -,.._arr"..

Fle Eot Vew Ferminal Tabs Help

namespace
Labels
app . kubarnetes.lo/name: nNosg

app . Kubarnetes . 1o/ componant

selecto
matchlLabels
ipp
app . kubernetes. 1o/ component: DacCken
replicas

template

App . Kuberm

L I_|!|':.__1 LR S

- INSERT
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Fig Edit Wiew lormingl Tabs Help

NEW QUESTION 15
Exhibit:

Set configuration context:

Task
You have rolled out a new pod to your infrastructure and now you need to allow it to communicate with the web and storage pods but nothing else. Given the
running pod kdsn00201 -newpod edit it to use a network policy that will allow it to send and receive traffic only to and from the web and storage pods.
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All work on this item should be
conducted in the kdsn00201

namespace,

All required NetworkPolicy resources '“
are already created and ready for use as
appropriate. You should not create, modify
or delete any network policies whilst
completing this item.

A. Mastered
B. Not Mastered

Answer: A

Explanation:

apiVersion: networking.k8s.io/v1 kind: NetworkPolicy
metadata:

name: internal-policy namespace: default spec:
podSelector: matchLabels: name: internal policyTypes:
- Egress

- Ingress ingress:

-{

egress:

- to:

- podSelector: matchLabels: name: mysql ports:

- protocol: TCP port: 3306

- to:

- podSelector: matchLabels:

name: payroll ports:

- protocol: TCP port: 8080

- ports:

- port: 53 protocol: UDP

- port: 53 protocol: TCP

NEW QUESTION 19
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